High Order Compact Finite Difference Schemes for Solving Bratu-Type Equations

Raziyeh Gharechahi¹, Maryam Arab Ameri², Morteza Bisheh-Niasar³

¹ Department of Mathematics, University of Sistan and Baluchestan
Zahedan, Iran, r.gharechahi.64@yahoo.com
² Department of Mathematics, Faculty of Mathematics, University of Sistan and Baluchestan
Zahedan, Iran, arabameri@math.usb.ac.ir
³ Department of Applied Mathematics, Faculty of Mathematical Science, University of Kashan
Kashan, Iran, mbisheh@kashanu.ac.ir

Received April 30 2018; Revised May 20 2018; Accepted for publication May 22 2018.
Corresponding author: Maryam Arab Ameri, arabameri@math.usb.ac.ir
© 2019 Published by Shahid Chamran University of Ahvaz
& International Research Center for Mathematics & Mechanics of Complex Systems (M&MoCS)

Abstract. In the present study, high order compact finite difference methods are used to solve one-dimensional Bratu-type equations numerically. The convergence analysis of the methods is discussed and it is shown that the theoretical order of the methods are consistent with their numerical rate of convergence. The maximum absolute errors in the solution at grid points are calculated and it is shown that the presented methods are efficient and applicable for lower and upper solutions.
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1. Introduction

In this study, the following one-dimensional classical nonlinear Bratu-type equation is considered:

\[ u''(x) + \lambda e^{u(x)} = 0, \quad 0 \leq x \leq 1, \quad \lambda > 0, \] (1)

subjecting to the homogeneous Dirichlet boundary conditions as

\[ u(0) = u(1) = 0. \] (2)

for problem (1) with boundary conditions (2), the exact solution is given by [1-4]

\[ u(x) = -2 \ln \left[ \frac{\cosh \left( \frac{\theta (x - 0.5)}{\lambda} \right) \cosh \left( \frac{\theta}{4} \right)}{\cosh \left( \frac{\theta}{4} \right)} \right], \] (3)

where \( \theta \) satisfies \( \theta = \sqrt{2\lambda} \cosh \left( \frac{\theta}{4} \right) \). Bratu problem has no solution, one solution, and two solutions when \( \lambda > \lambda_c, \lambda = \lambda_c \) and \( \lambda < \lambda_c \), respectively. The critical value \( \lambda_c \approx 3.513830719 \) can be computed from \( 1 = \frac{1}{4} \sqrt{2\lambda_c} \sinh \left( \frac{\theta}{4} \right) \). The exact solution given by (3) is symmetric about \( x = \frac{1}{2} \).

The Bratu problem has a scientific importance and several chemical and physical processes in science and engineering can be modelled using Bratu-type equation. The Bratu-type equation is also used in a large variety of applications such as the modelling of thermal reaction process in combustible non-deformable materials, including the solid fuel ignition model, the
The electrospinning process for the production of ultra-fine polymer fibers, the modelling of some chemical reaction-diffusion, questions in geometry and relativity about the Chandrasekhar model, radiative heat transfer, and nanotechnology [5-13]. The Bratu problem simulates a thermal reaction process in a rigid material where the process depends on the balance between the chemically generated heat and the heat transferred by conduction.

Several numerical methods have been developed to approximate the solution of Bratu-type equation, but most of these methods converge only to the lower solution. A Laplace transform decomposition numerical algorithm was proposed in Ref. [14]. Remero [15] introduced the efficient fourth-order iterative method for the upper and lower solution. Finite difference methods were studied in Refs. [16] and [17]. For instance in Ref. [16] and based on the Newton-Raphson-Kantorovich approximation method, an iterative finite difference scheme was proposed for the lower solution. For lower and upper solutions, a nonstandard finite difference method with a simple sinusoidal starting function was recommended. Ragb and et al. proposed a numerical scheme for the lower and upper solution [18] based on the differential quadrature methods. Also, Caglar et al. suggested the B-spline method [19]. The non-polynomial spline method was applied in Ref. [20] and recently, the block Nyström method to obtain the lower solution was introduced [21]. The other methods that were applied for Bratu problem are the Chebyshev polynomial expansions method [4], the multigrid-based methods [22], the Lie group shooting method [23], the perturbation-iteration method [24], the decomposition method [15], the differential transformation method [25] and the modified wavelet Galerkin method [26].

The main motive of this study is to obtain numerical solutions for the one-dimensional Bratu problem using high order compact finite difference methods that converge to both upper and lower solutions.

The present study is organized as follows: In section 2, the compact finite difference method is applied for solving Eqs. (1) and (2) and its convergence is discussed. Then we try to improve the accuracy of method. In section 3, the numerical results of applying the methods of this study are presented. Finally, the conclusion is drawn in Section 4.

2. Numerical Method

To approximate the solution, first, the range of \(0 \leq x \leq 1\) is subdivided into \(N\) subintervals of width \(h = \frac{1}{N}\), and \(x_i = ih, i = 0, ..., N\) is used to denote the points of subdivision. Moreover, the quantity \(u_i\) represents the numerical solution at \(x_i\).

2.1 Compact finite difference method

The standard compact finite difference formula for the first derivatives is

\[
u_i' + 4u_i' + u_{i+1}' = \frac{3}{h}(-u_{i-1} + u_{i+1}), \quad i = 2, ..., N - 2, \tag{4}
\]

where the truncation error for equation (4) is \(O(h^4)\). The coefficients of the standard compact finite difference formula are determined by Taylor expansion so that the formula can yield high accuracy. For more details on how to generate the compact finite difference formula, refer to [24, 27, 28].

The standard fourth-order compact finite difference formula (4) is used for interior points. Since the boundary conditions are known, it is required to adjust the compact finite difference formula to the boundary points. For \(i = 1\), we use

\[
4u_1' + u_2' = \frac{1}{h}\left(-\frac{11}{12}u_0 - 4u_1 + 6u_2 - \frac{4}{3}u_3 + \frac{1}{4}u_4\right), \tag{5}
\]

and when \(i = N - 1\), we use

\[
u_{N-2}' + 4u_{N-1}' = \frac{1}{h}\left(-\frac{1}{4}u_{N-4} + \frac{4}{3}u_{N-3} - 6u_{N-2} + 4u_{N-1} + \frac{11}{12}u_N\right). \tag{6}
\]

Equations (5) and (6) have the accuracy of \(O(h^4)\). Therefore, the following system is obtained:

\[
\begin{split}
\begin{cases}
4u_1' + u_2' = \frac{1}{h}\left(-\frac{11}{12}u_0 - 4u_1 + 6u_2 - \frac{4}{3}u_3 + \frac{1}{4}u_4\right), \\
u_{i-1}' + 4u_i' + u_{i+1}' = \frac{3}{h}(-u_{i-1} + u_{i+1}), \quad i = 2, ..., N - 2, \\
u_{N-2}' + 4u_{N-1}' = \frac{1}{h}\left(-\frac{1}{4}u_{N-4} + \frac{4}{3}u_{N-3} - 6u_{N-2} + 4u_{N-1} + \frac{11}{12}u_N\right).
\end{cases}
\end{split} \tag{7}
\]

The system (7) can be written in a matrix form as:

\[
A_1 U' = B_1 U + H_1, \tag{8}
\]

where
Based on the boundary condition (2), \( u_0 = u_N = 0 \), therefore, \( H_1 = 0 \).

**Lemma 2.1.** [29] The coefficient matrix \( A_1 \) is invertible.

According to the above-mentioned lemma, \( U' = A_1^{-1}B_1U \). Similarly, for the second derivatives, the following finite difference schemes are obtained:

\[
\begin{align*}
14u''_1 - 5u''_2 + 4u''_3 - u''_4 &= \frac{12}{h^2} (u_0 - 2u_1 + u_2), \\
u''_{i-1} + 10u''_i + u''_{i+1} &= \frac{12}{h^2} (u_{i-1} - 2u_i + u_{i+1}), \quad i = 2, \ldots, N - 2, \\
-u''_{N-4} + 4u''_{N-3} - 5u''_{N-2} + 14u''_{N-1} &= \frac{12}{h^2} (u_{N-2} - 2u_{N-1} + u_N).
\end{align*}
\]

All the above-mentioned relations have fourth order accuracy. The matrix form for Eq. (9) is

\[
A_2U'' = B_2U + H_2,
\]

where

\[
A_2 = \begin{pmatrix}
14 & -5 & 4 & -1 & 0 & \ldots & 0 \\
1 & 10 & 1 & 0 & 0 & \ldots & 0 \\
0 & 1 & 10 & 1 & 0 & \ldots & 0 \\
\vdots & \vdots & \vdots & \vdots & \vdots & \ddots & \vdots \\
0 & 0 & 1 & 10 & 1 & 0 & \ldots & 0 \\
0 & 0 & 0 & 1 & 10 & 1 & \ldots & 0 \\
0 & \ldots & 0 & 0 & 0 & 0 & \ldots & 14
\end{pmatrix}_{(N-1)\times(N-1)}, \quad B_2 = \frac{12}{h^2} \begin{pmatrix}
-2 & 1 & 0 & \ldots & 0 \\
1 & -2 & 1 & \ldots & 0 \\
-2 & 1 & -2 & 1 & \ldots & 0 \\
\vdots & \vdots & \vdots & \ddots & \vdots & \vdots \\
0 & 1 & 10 & 1 & 0 & \ldots & 14 \\
0 & 0 & 0 & 1 & 10 & 1 & \ldots & 14 \\
0 & \ldots & 0 & 0 & 0 & 0 & \ldots & -2
\end{pmatrix}_{(N-1)\times(N-1)}.
\]

Again for boundary condition (2), we have \( H_2 = 0 \).

### 2.2 Compact finite difference method for Bratu-type equations

By inserting the relation \( u''_i = -\lambda e^{u_i} \) in the system (9), the following nonlinear system is obtained:

\[
\begin{align*}
-\lambda (14e^{u_1} - 5e^{u_2} + 4e^{u_3} - e^{u_4}) &= \frac{12}{h^2} (-2u_1 + u_2), \\
-\lambda (e^{u_{i-1}} + 10e^{u_i} + e^{u_{i+1}}) &= \frac{12}{h^2} (u_{i-1} - 2u_i + u_{i+1}), \quad i = 2, \ldots, N - 2, \\
-\lambda (-e^{u_{N-4}} + 4e^{u_{N-3}} - 5e^{u_{N-2}} + 14e^{u_{N-1}}) &= \frac{12}{h^2} (u_{N-2} - 2u_{N-1}).
\end{align*}
\]

\[(11)\]
This technique transforms the problem into a system of nonlinear equations and the resulting nonlinear system can be solved by using an appropriate nonlinear solver. This nonlinear system can be written as

\[-\lambda A_2 e^U = \frac{1}{h^2} M_0 U, \tag{12}\]

where \(e^U = [e^{u_1}, ..., e^{u_{N-1}}]^T\) and

\[M_0 = \begin{pmatrix}
-24 & 12 & 0 & ... & 0 \\
12 & -24 & 12 & \vdots & \vdots \\
... & ... & ... & 0 & 0 \\
0 & ... & 0 & 12 & -24 \\
0 & ... & 0 & 12 & -24 \\
\end{pmatrix}_{(N-1) \times (N-1)}, \]

where \(\|M_0^{-1}\|_\infty \leq c\) and \(c\) is a fixed number. Next, the convergence analysis is going to be conducted. For this purpose, let \(\bar{U} = [u(x_1), ..., u(x_{N-1})]^T\) be the vector of exact solution. Moreover, consider \(\|\cdot\|\) as \(\|\cdot\|_\infty, s = \max_{i=1,...,N-1} \left\{ \left| \frac{d^n u(x)}{dx^n} \right| : x = x_i \right\}\) and \(E = \bar{U} - U\).

**Theorem 2.2.** Let \(\bar{U} = [u(x_1), ..., u(x_{N-1})]^T\) and \(U = [u_1, ..., u_{N-1}]^T\) be the vectors of exact solution of the boundary-value problem (1), (2), and the numerical solution obtained by solving the nonlinear system (12), respectively. Then, provided \(\lambda h^2 s \|M_0^{-1}\| A_2 \| \leq 1\), we have

\[\|E\| \leq O(h^4). \tag{13}\]

**Proof.** According to Eq. (12),

\[M_0 U + h^2 \lambda A_2 e^U = \bar{0}, \tag{14}\]

and for the exact solution,

\[M_0 \bar{U} + h^2 \lambda A_2 e^{\bar{U}} = T, \tag{15}\]

where

\[T = \frac{h^6}{20} [-19 u^{(6)}(x_1), u^{(6)}(x_2), ..., u^{(6)}(x_{N-2}), -19 u^{(6)}(x_{N-1})]^T, \tag{16}\]

is the vector of local truncation error. By using Eqs. (14) and (15),

\[M_0 (\bar{U} - U) + h^2 \lambda A_2 (e^{\bar{U}} - e^U) = T, \]

where

\[E = \bar{U} - U, e^{\bar{U}} - e^U = JE, \]

and \(J = \text{diag} \left\{ \frac{d^n u(x)}{dx^n} : x = x_i, i = 1, ..., N - 1 \right\}\) is a diagonal matrix of order \(N - 1\). Now if \(\lambda h^2 s \|M_0^{-1}\| A_2 \| \leq 1\), then \((I + h^2 \lambda M_0^{-1} A_2 J)\) is invertible and

\[E = (I + h^2 \lambda M_0^{-1} A_2 J)^{-1} M_0^{-1} T, \]

\[\|E\| \leq \| (I + h^2 \lambda M_0^{-1} A_2 J)^{-1} \| M_0^{-1} \| T \|. \]

It follows that

\[\|E\| \leq \frac{\|M_0^{-1}\| \|T\|}{1 - \lambda h^2 s \|M_0^{-1}\| A_2 \|} \tag{17}\]

From Eq. (16), we have
where \( M_\varepsilon = \max_{0 \leq \xi \leq 1} |u^{(6)}(\xi)| \).

According to Eqs. (17), (18), \( \| M_{\varepsilon}^{-1} \| \leq c \| \| \leq s = \max_{i=1, \ldots, N-1} \left\{ \left| \frac{d^6 u(x)}{dx^6} \right| : x = x_i \right\} \) and \( \| A_2 \| \leq 24 \), one can obtain
\[
\| E \| \leq \frac{h^6 M_\varepsilon c}{20(1 - 24 h^2 c s)} \equiv O(h^6) \equiv O(h^4).
\]

### 2.3 Fifth-order compact finite difference method for the Bratu-type equations

In this section, we try to improve the results of the pervious method by applying the compact finite difference method. The system of equations (9) are considered and the sides of the equations are extended by using the Taylor expansion at point \( x_i, i = 1, \ldots, N - 1 \). Therefore, the following system is obtained:
\[
\begin{cases}
14 u''_{i+1} - 5 u''_{i} + 4 u''_{i-1} - u''_{i} + \tau_1 = \frac{12}{h^2} (u_0 - 2 u_1 + u_2), \\
u''_{i-1} + 10 u''_{i} + u''_{i+1} + \tau_1 = \frac{12}{h^2} (u_{i-1} - 2 u_i + u_{i+1}), \quad i = 2, \ldots, N - 2, \\
- u''_{N-4} + 4 u''_{N-3} - 5 u''_{N-2} + 14 u''_{N-1} + \tau_{N-1} = \frac{12}{h^2} (u_{N-2} - 2 u_{N-1} + u_N),
\end{cases}
\]

where
\[
\begin{align*}
\tau_1 &= - \frac{19}{20} h^4 u^{(6)}_1 + O(h^5), \\
\tau_i &= \frac{1}{20} h^4 u^{(6)}_i + O(h^6), \quad i = 2, \ldots, N - 2, \\
\tau_{N-1} &= - \frac{19}{20} h^4 u^{(6)}_{N-1} + O(h^5).
\end{align*}
\]

Now, \( u^{(k)}_i, k = 3, 4, 5, 6 \) can be obtained with a derivative from \( u''_i = - \lambda e^{u_i} \) as follows:
\[
\begin{align*}
\{ u^{(4)}_i &= (u''_i)^2 + (u'_i)^2 u''_i, \\
\{ u^{(5)}_i &= 4u'_i(u''_i)^2 + (u''_i)^3 + (u''_i)^3 + (u_i')^4 u''_i, \\
\{ u^{(6)}_i &= 4(u''_i)^3 + 11(u'_i u''_i)^2 + (u_i')^4 u''_i
\end{align*}
\]

Therefore, the following system is obtained:
\[
\begin{cases}
14 u''_{i} - 5 u''_{i} + 4 u''_{i} - u''_{i} - \frac{19}{20} h^4 (11(u''_i u''_i)^2 + 4(u''_i)^3 + (u''_i)^3) = \frac{12}{h^2} (-2 u_1 + u_2), \\
u''_{i-1} + 10 u''_{i} + u''_{i+1} + \frac{1}{20} h^4 (11(u''_i u''_i)^2 + 4(u''_i)^3 + (u''_i)^3) = \frac{12}{h^2} (u_{i-1} - 2 u_i + u_{i+1}), \quad i = 2, \ldots, N - 2, \\
- u''_{N-4} + 4 u''_{N-3} - 5 u''_{N-2} + 14 u''_{N-1} - \frac{19}{20} h^4 (11(u''_{N-1} u''_{N-1})^2 + 4(u''_{N-1})^3 + (u''_{N-1})^3 u''_{N-1}) = \frac{12}{h^2} (u_{N-2} - 2 u_{N-1} + u_N).
\end{cases}
\]

By replacing \( u''_i = - \lambda e^{u_i} \) in \( u^{(6)}_i \), it can be written as:
\[
u^{(6)}_i = 11 \lambda^2 (e^{u_i})^2 (u_i')^2 - 4 \lambda^3 (e^{u_i})^3 - \lambda (u_i')^4 e^{u_i},
\]

Finally, the following nonlinear system is obtained:
\[
- \lambda A_2 e^U = \frac{1}{h^2} M_\varepsilon U + h^4 C U^{(6)},
\]
where

\[
C = \begin{pmatrix}
-\frac{19}{20} & 0 & 0 & \ldots & 0 \\
0 & \frac{1}{20} & 0 & \vdots & \\
0 & 0 & \ddots & \ddots & 0 \\
\vdots & 0 & 1 & 0 & 0 \\
0 & \ldots & 0 & -\frac{19}{20}
\end{pmatrix}_{(N-1) \times (N-1)}
\]

and

\[
U^{(6)} = \begin{pmatrix}
u_1^{(6)} \\
\vdots \\
u_{N-1}^{(6)}
\end{pmatrix} = 11\lambda^2 \begin{pmatrix} \left(e^{u_1 u_1'}\right)^2 \\
\vdots \\
\left(e^{u_{N-1} u_{N-1}'}\right)^2
\end{pmatrix} - 4\lambda^3 \begin{pmatrix} \left(e^{u_1} u_1'\right)^3 \\
\vdots \\
\left(e^{u_{N-1}} u_{N-1}'\right)^3
\end{pmatrix} - \lambda \begin{pmatrix} e^{u_1} u_1' u_1'' \\
\vdots \\
e^{u_{N-1}} u_{N-1}' u_{N-1}''
\end{pmatrix}.
\]

(25)

For the convergence analysis of the above-mentioned method, the first-order derivative error is obtained in the following lemma:

**Lemma 2.3.** Let \( \bar{U} = [u(x_1), \ldots, u(x_{N-1})]^T \) and \( U = [u_1, \ldots, u_{N-1}]^T \) be the vectors of exact solution of the problem (1) with the boundary condition (2) and the numerical solution obtained by solving the nonlinear system (8), respectively. If we let \( E' = \bar{U}' - U' \), then we have

\[
\|E'\| \leq O(h^3).
\]

(26)

**Proof.** According to Eq. (8), one can conclude

\[
A_1 U' = B_1 U,
\]

(27)

and for the exact solution, it can be written as

\[
A_1 \bar{U}' = B_1 \bar{U} + T_1,
\]

(28)

where \( T_1 = O(h^4) \) is the vector of local truncation error. By using Eqs. (27) and (28), one can drive

\[
A_1 (\bar{U}' - U') = B_1 (\bar{U} - U) + T_1, \quad A_1 E' = B_1 E + T_1.
\]

Therefore,

\[
E' = A_1^{-1} B_1 E + A_1^{-1} T_1,
\]

\[
\|E'\| \leq \|A_1^{-1}\| \|B_1\| \|E\| + \|A_1^{-1}\| \|T_1\| \equiv O(h^{-1}) O(h^4) + O(h^4) \equiv O(h^3).
\]

(29)

**Theorem 2.4.** Let \( \bar{U} = [u(x_1), \ldots, u(x_{N-1})]^T \) and \( U = [u_1, \ldots, u_{N-1}]^T \) be the vectors of exact solution of the boundary-value problem (1), (2), and the numerical solution obtained by solving the nonlinear system (24), respectively. Then, provided \( \|\lambda h^2 M_0^{-1} A_2 + h^6 M_0^{-1} C M_1 + h^6 M_0^{-1} C M_2 A_1^{-1} B_1\| < 1 \), we have

\[
\|E\| \leq O(h^5),
\]

(29)

where

\[
M_1 = \text{diag}\{22\lambda^2 e^{2u_1} (U_1')^2 - 12\lambda^3 e^{3u_1} - \lambda e^{u_1} (U_1')^4\},
\]

(23)

\[
M_2 = \text{diag}\{22\lambda^2 e^{2u_1} (U_1')^2 - 4\lambda e^{u_1} (U_1')^3\} \quad \text{and} \quad E = \bar{U} - U.
\]

**Proof.** By using the relation Eq. (23), one can obtain:

\[
u_1^{(6)} - U_1^{(6)} = 11\lambda^2 \left(e^{2u_1} (U_1')^2 - e^{2u_1} (U_1')^2\right) - 4\lambda^3 \left(e^{3u_1} - e^{3u_1}\right) - \lambda \left(e^{u_1} (U_1')^4 - e^{u_1} (U_1')^4\right)
\]

\[
= 11\lambda^2 (2e^{2u_1}(U_1')^2 E_1 + 2e^{2u_1} U_1' E_1') - 4\lambda^3 (3e^{3u_1}E_1) - \lambda (e^{u_1} (U_1')^4 E_1 + 4e^{u_1} (U_1')^3 E_1')
\]

(26)
\[
(22\lambda^2 e^{2U_i(U_i')^2} - 12\lambda^3 e^{3U_i} - \lambda e^{U_i(U_i')^4})E_i + (22\lambda^2 e^{2U_i} U_i' - 4\lambda e^{U_i(U_i')^3})E_i' = 0
\]

where \( E_i = u_i - U_i \) and \( E_i' = u_i' - U_i' \). By considering \( M_1 \) and \( M_2 \), we have

\[
\begin{align*}
u_i^{(6)} - U_i^{(6)} &= M_1 E + M_2 E'.
\end{align*}
\]

(30)

On the other hand, according to Eq. (24), it can be driven as

\[
h^2 \lambda A_2 e^{\bar{U}} + M_0 U + h^6 C U^{(6)} = 0,
\]

(31)

and for the exact solution, we have

\[
h^2 \lambda A_2 \bar{U} + M_0 \bar{U} + h^6 C (\bar{U}^{(6)} - U^{(6)}) = Th^2,
\]

(32)

where the vector \( \bar{U} = u(x_i), i = 1, ..., N - 1 \) is the exact solution and \( T = O(h^5) \) is the local truncation error. By using Eqs. (31) and (32) the following relation is obtained

\[
h^2 \lambda A_2 (e^{\bar{U}} - e^U) + M_0 (\bar{U} - U) + h^6 C (\bar{U}^{(6)} - U^{(6)}) = Th^2,
\]

where \( e^{\bar{U}} - e^U = JE \) and \( J = \text{diag} \left\{ \frac{\partial e^{\bar{U}}(x)}{\partial x} : x = x_i, i = 1, ..., N - 1 \right\} \) is a diagonal matrix of order \( N - 1 \). Therefore,

\[
h^2 \lambda A_2 J E + M_0 E + h^6 C (M_2 E + M_2 E') = Th^2.
\]

(33)

By replacing \( E' = A_1^{-1} B_1 E + A_1^{-1} T_1 \) in Eq. (33), one can conclude

\[
(h^2 \lambda A_2 J + h^6 C M_1 + h^6 C M_2 A_1^{-1} B_1 + M_0) E = Th^2 - h^6 C M_2 A_1^{-1} T_1, \quad \text{or}
\]

\[
M_0 (I + h^2 \lambda M_0^{-1} A_2 J + h^6 M_0^{-1} C M_1 + h^6 M_0^{-1} C M_2 A_1^{-1} B_1) E = Th^2 - h^6 C M_2 A_1^{-1} T_1.
\]

Now, if \( \|h^2 M_0^{-1} A_2 J + h^6 M_0^{-1} C M_1 + h^6 M_0^{-1} C M_2 A_1^{-1} B_1\| < 1 \), then, \( (I + h^2 \lambda M_0^{-1} A_2 J + h^6 M_0^{-1} C M_1 + h^6 M_0^{-1} C M_2 A_1^{-1} B_1) \) is invertible and

\[
\|E\| \leq \frac{\|M_0^{-1}\| (h^2 \|T_i\| + h^6 \|C\| \|M_2\| \|A_1^{-1}\| \|T_1\|)}{1 - h^2 \lambda \|M_0^{-1} A_2 J\| - h^6 \|M_0^{-1} C M_1\| - h^6 \|M_0^{-1} C M_2 A_1^{-1} B_1\|} \equiv O(h^7) \equiv O(h^5).
\]

2.6 Sixth-order compact finite difference method for the Bratu-type equation

In this section, the compact finite difference method of the sixth order is obtained for the Bratu problem. The system of linear Eqs. (9) is considered and sentences to the seventh derivative of the Taylor expansion are added at point \( x_i, i = 1, ..., N - 1 \) relative to \( h \). For inner points \( x_i, i = 2, ..., N - 2 \), the seventh derivative is deleted. Therefore, the following relations are obtained

\[
\begin{align*}
14u_i - 5u_i' + 4u_i'' - u_i''' + \tau_1 &= \frac{12}{h^2} (u_0 - 2u_1 + u_2),

u_i' - 10u_i'' + u_i''' + \tau_i &= \frac{12}{h^2} (u_{i-1} - 2u_i + u_{i+1}), \quad i = 2, ..., N - 2,

-u_{i-4}' + 4u_{i-3}' - 5u_{i-2}' + 14u_{i-1}' + \tau_{N-1} &= \frac{12}{h^2} (u_{N-2} - 2u_{N-1} + u_N),
\end{align*}
\]

(34)

where

\[
\begin{align*} 
\tau_1 &= -\frac{19}{20} h^4 u_i^{(6)} - h^5 u_i^{(7)} + O(h^6), \\
\tau_i &= \frac{1}{20} h^4 u_i^{(6)} + O(h^6), \quad i = 2, ..., N - 2 \\
\tau_{N-1} &= -\frac{19}{20} h^4 u_{N-1}^{(6)} + h^5 u_{N-1}^{(7)} + O(h^6).
\end{align*}
\]

(35)
Therefore, the following system is obtained:

\[
\begin{align*}
14u''_i - 5u'_i + 4u'_i - u'_i = & \, \frac{19}{20} h^4 u^{(6)}_i - h^2 u^{(7)}_i = \frac{12}{h^2} (-2u_i + u_{i+1}), \\
u''_{i-1} + 10u'_i + u'_{i+1} + \frac{1}{20} h^4 u_i = & \, \frac{12}{h^2} (u_{i-1} - 2u_i + u_{i+1}), \quad i = 2, ..., N - 2, \\
-5u''_{N-2} + 4u''_{N-3} - 5u''_{N-2} + 14u''_{N-1} - \frac{19}{20} h^4 u^{(6)}_{N-1} + h^2 u^{(7)}_{N-1} = & \, \frac{12}{h^2} (u_{N-2} - 2u_{N-1}).
\end{align*}
\]  
(36)

Now, $u^{(7)}_i$ is obtained as

\[
u^{(7)}_i = 34u'_i(u'_i)^3 + 26(u'_i)^3(u'_i)^2 + (u'_i)^5u''_i,
\]  
(37)

by replacing $u''_i = -\lambda e^{u_i}$ in $u^{(7)}_i$,

\[
u^{(7)}_i = 26\lambda^2(e^{u_i})^2(u'_i)^3 - 34\lambda^3(e^{u_i})^3u'_i - \lambda e^{u_i}(u'_i)^5.
\]  
(38)

Finally, by replacing $u''_i = -\lambda e^{u_i}$ in the system (36), the following nonlinear system is obtained:

\[-\lambda A_2 e^{u} = \frac{1}{h^2} M_0 U + h^4 C U^{(6)} + h^5 D U^{(7)},
\]  
(39)

where

\[
D = \begin{pmatrix}
-1 & 0 & 0 & \cdots & 0 \\
0 & 0 & 0 & \ddots & \vdots \\
\vdots & \ddots & \ddots & \ddots & 0 \\
0 & \cdots & 0 & 0 & 1
\end{pmatrix}_{(N-1) \times (N-1)}
\]

and

\[
U^{(7)} = \begin{pmatrix} u^{(7)}_1 \\ \vdots \\ u^{(7)}_{N-1} \end{pmatrix} = 26\lambda^2 \begin{pmatrix} (e^{u_1})^2(u'_1)^3 \\ \vdots \\ (e^{u_{N-1}})^2(u'_{N-1})^3 \end{pmatrix} - 34\lambda^3 \begin{pmatrix} (e^{u_1})^3u'_1 \\ \vdots \\ (e^{u_{N-1}})^3u'_{N-1} \end{pmatrix} - \lambda \begin{pmatrix} e^{u_1}(u'_1)^5 \\ \vdots \\ e^{u_{N-1}}(u'_{N-1})^5 \end{pmatrix}.
\]  
(40)

Theorem 2.5. Let $\bar{U} = [u(x_1),...,u(x_{N-1})]^T$ and $U = [u_1,...,u_{N-1}]^T$ be the vectors of exact solution of the boundary-value problem (1), (2), and numerical solution obtained by solving the nonlinear system (39), respectively. Then provided $\|\lambda h^2 M_0 A_2 + h^4 M_0^3 C M_1 + h^6 M_0^5 C M_2 A_1 B_1 + h^8 M_0^7 D N_1 + h^{10} M_0^9 D N_2 A_1 B_1\| < 1$, we have

\[
\|E\| \leq O(h^6),
\]  
(41)

where

\[
\begin{align*}
M_1 &= \text{diag}(22\lambda^2 e^{u_i}(U'_i)^2 - 122(3u_1 - 2U'_i)^4), \\
M_2 &= \text{diag}(22\lambda^2 e^{u_i}(U'_i)^2 - 4\lambda U'_i(U'_i)^3), \\
N_1 &= \text{diag}(52\lambda^2 e^{u_i}(U'_i)^3 - 102\lambda^2(3u_1 - 2U'_i)^5), \\
N_2 &= \text{diag}(78\lambda^2 e^{u_i}(U'_i)^2 - 34\lambda^3(3u_1 - 2U'_i)^4 - 5\lambda e^{u_i}(U'_i)^5) \text{ and } E = \bar{U} - U.
\end{align*}
\]

Proof. The proof is similar to that of theorem 2.4.

\square

3. Numerical results

In this section, the numerical results of the new proposed method are presented for various values of $\lambda$ and $N$. By adopting a simple approach, similar to what used by Body [4], it was found that it is appropriate to consider $u_0(x) = a \sin(\pi x)$ as initial guess; because it satisfies the boundary conditions. The upper and lower numerical solutions of the systems (12), (24), and (39) were compared with the exact solution to the boundary-value problem (1) and (2) for the values of $\lambda = 0.5, 1, 2, 3, 3.51$ and $N = 10, 20, 40, 80$ and the maximum error was calculated. Finally, the numerical rate of convergence using the following formula was calculated:

\[
\frac{E_{i+1}}{E_i} = \frac{\|E_{i+1}\|}{\|E_i\|},
\]  

where $E_i$ is the error at the $i$-th step of the calculation.
where $\text{Error}_h^k$ is the error obtained using the step size $h$. Tables 1 and 2 explain the maximum error and the rate of convergence of the upper and lower solutions for the Bratu problem using the method (12) versus various $\lambda$ and $N$, respectively. Also Tables 3 and 4 show the maximum error and the rate of convergence of the upper and lower solutions for the Bratu problem using the method (24) versus various $\lambda$ and $N$, respectively. In Tables 5 and 6 one can see the maximum error and the rate of convergence of the upper and lower solutions for the Bratu problem using the method (39) versus various $\lambda$ and $N$, respectively. In Tables 7 and 8, the absolute errors between lower solutions of method (39) for $N = 10$ are compared with the Lie-group shooting, the Laplace, the B-spline, and the decomposition methods. Moreover, the computed and exact solutions of Bratu problem for $\lambda = 0.0001$ are compared in Fig. 1 (lower solution) and Fig. 2 (upper solution). The Bifurcated nature of the computed solution to Bratu problem for different values of $\lambda \in (0,3.513830719]$ is plotted in Figure 3, for all values of $\lambda, N$ is 20. Finally, the absolute errors between lower solutions of method (24) for $N = 10$ are compared with the Lie-group shooting and the B-spline methods in Table 9.

### Table 1. Observed absolute error and $ROC$ of upper solution for method (12)

<table>
<thead>
<tr>
<th>$\lambda$</th>
<th>N</th>
<th>MaxError</th>
<th>ROC</th>
<th>$\lambda$</th>
<th>N</th>
<th>MaxError</th>
<th>ROC</th>
</tr>
</thead>
<tbody>
<tr>
<td>10</td>
<td>3.72 × 10$^{-5}$</td>
<td>-</td>
<td>10</td>
<td>1.56 × 10$^{-3}$</td>
<td>-</td>
<td></td>
<td></td>
</tr>
<tr>
<td>20</td>
<td>1.65 × 10$^{-4}$</td>
<td>4.49</td>
<td>20</td>
<td>8.11 × 10$^{-6}$</td>
<td>4.26</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.5</td>
<td>40</td>
<td>1.03 × 10$^{-5}$</td>
<td>4.00</td>
<td>1</td>
<td>40</td>
<td>5.14 × 10$^{-6}$</td>
<td>3.98</td>
</tr>
<tr>
<td>80</td>
<td>6.41 × 10$^{-7}$</td>
<td>4.00</td>
<td>80</td>
<td>3.22 × 10$^{-7}$</td>
<td>3.99</td>
<td></td>
<td></td>
</tr>
<tr>
<td>10</td>
<td>2.14 × 10$^{-6}$</td>
<td>-</td>
<td>10</td>
<td>2.23 × 10$^{-3}$</td>
<td>-</td>
<td></td>
<td></td>
</tr>
<tr>
<td>20</td>
<td>3.16 × 10$^{-5}$</td>
<td>6.08</td>
<td>20</td>
<td>2.25 × 10$^{-5}$</td>
<td>6.63</td>
<td></td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>40</td>
<td>1.99 × 10$^{-6}$</td>
<td>3.98</td>
<td>3</td>
<td>40</td>
<td>1.02 × 10$^{-6}$</td>
<td>4.46</td>
</tr>
<tr>
<td>80</td>
<td>1.26 × 10$^{-7}$</td>
<td>3.98</td>
<td>80</td>
<td>6.40 × 10$^{-8}$</td>
<td>3.99</td>
<td></td>
<td></td>
</tr>
<tr>
<td>10</td>
<td>7.87 × 10$^{-3}$</td>
<td>-</td>
<td>20</td>
<td>1.63 × 10$^{-4}$</td>
<td>5.59</td>
<td></td>
<td></td>
</tr>
<tr>
<td>3.51</td>
<td>5.93 × 10$^{-6}$</td>
<td>4.78</td>
<td>3.51</td>
<td>8.22 × 10$^{-7}$</td>
<td>4.20</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

### Table 2. Observed absolute error and $ROC$ of lower solution for method (12)

<table>
<thead>
<tr>
<th>$\lambda$</th>
<th>N</th>
<th>MaxError</th>
<th>ROC</th>
<th>$\lambda$</th>
<th>N</th>
<th>MaxError</th>
<th>ROC</th>
</tr>
</thead>
<tbody>
<tr>
<td>10</td>
<td>3.05 × 10$^{-8}$</td>
<td>-</td>
<td>10</td>
<td>2.31 × 10$^{-7}$</td>
<td>-</td>
<td></td>
<td></td>
</tr>
<tr>
<td>20</td>
<td>1.36 × 10$^{-9}$</td>
<td>4.49</td>
<td>20</td>
<td>1.54 × 10$^{-8}$</td>
<td>3.90</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.5</td>
<td>40</td>
<td>1.12 × 10$^{-10}$</td>
<td>3.60</td>
<td>1</td>
<td>40</td>
<td>1.13 × 10$^{-9}$</td>
<td>3.77</td>
</tr>
<tr>
<td>80</td>
<td>7.36 × 10$^{-12}$</td>
<td>3.92</td>
<td>80</td>
<td>7.15 × 10$^{-11}$</td>
<td>3.98</td>
<td></td>
<td></td>
</tr>
<tr>
<td>10</td>
<td>1.67 × 10$^{-6}$</td>
<td>-</td>
<td>10</td>
<td>5.97 × 10$^{-5}$</td>
<td>-</td>
<td></td>
<td></td>
</tr>
<tr>
<td>20</td>
<td>2.63 × 10$^{-7}$</td>
<td>2.67</td>
<td>20</td>
<td>3.11 × 10$^{-6}$</td>
<td>4.26</td>
<td></td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>40</td>
<td>1.58 × 10$^{-8}$</td>
<td>4.05</td>
<td>3</td>
<td>40</td>
<td>1.47 × 10$^{-7}$</td>
<td>4.39</td>
</tr>
<tr>
<td>80</td>
<td>9.58 × 10$^{-10}$</td>
<td>4.04</td>
<td>80</td>
<td>8.40 × 10$^{-9}$</td>
<td>4.13</td>
<td></td>
<td></td>
</tr>
<tr>
<td>10</td>
<td>5.95 × 10$^{-3}$</td>
<td>-</td>
<td>20</td>
<td>1.38 × 10$^{-4}$</td>
<td>5.42</td>
<td></td>
<td></td>
</tr>
<tr>
<td>3.51</td>
<td>5.22 × 10$^{-6}$</td>
<td>4.72</td>
<td>3.51</td>
<td>8.27 × 10$^{-7}$</td>
<td>4.19</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

### Table 3. Observed absolute error and $ROC$ of upper solution for method (24)

<table>
<thead>
<tr>
<th>$\lambda$</th>
<th>N</th>
<th>MaxError</th>
<th>ROC</th>
<th>$\lambda$</th>
<th>N</th>
<th>MaxError</th>
<th>ROC</th>
</tr>
</thead>
<tbody>
<tr>
<td>10</td>
<td>1.26 × 10$^{-3}$</td>
<td>-</td>
<td>10</td>
<td>2.90 × 10$^{-3}$</td>
<td>-</td>
<td></td>
<td></td>
</tr>
<tr>
<td>20</td>
<td>2.22 × 10$^{-5}$</td>
<td>5.83</td>
<td>20</td>
<td>7.59 × 10$^{-6}$</td>
<td>8.57</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.5</td>
<td>40</td>
<td>1.27 × 10$^{-7}$</td>
<td>7.44</td>
<td>1</td>
<td>40</td>
<td>6.90 × 10$^{-8}$</td>
<td>6.78</td>
</tr>
<tr>
<td>80</td>
<td>1.47 × 10$^{-9}$</td>
<td>6.43</td>
<td>80</td>
<td>6.24 × 10$^{-10}$</td>
<td>6.79</td>
<td></td>
<td></td>
</tr>
<tr>
<td>10</td>
<td>2.70 × 10$^{-3}$</td>
<td>-</td>
<td>10</td>
<td>1.47 × 10$^{-3}$</td>
<td>-</td>
<td></td>
<td></td>
</tr>
<tr>
<td>20</td>
<td>4.74 × 10$^{-6}$</td>
<td>9.15</td>
<td>20</td>
<td>8.34 × 10$^{-6}$</td>
<td>7.45</td>
<td></td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>40</td>
<td>9.65 × 10$^{-9}$</td>
<td>8.94</td>
<td>3</td>
<td>40</td>
<td>4.11 × 10$^{-8}$</td>
<td>7.66</td>
</tr>
<tr>
<td>80</td>
<td>1.29 × 10$^{-10}$</td>
<td>6.22</td>
<td>80</td>
<td>2.50 × 10$^{-10}$</td>
<td>7.66</td>
<td></td>
<td></td>
</tr>
<tr>
<td>10</td>
<td>7.61 × 10$^{-4}$</td>
<td>-</td>
<td>20</td>
<td>2.40 × 10$^{-5}$</td>
<td>4.98</td>
<td></td>
<td></td>
</tr>
<tr>
<td>3.51</td>
<td>1.84 × 10$^{-7}$</td>
<td>7.03</td>
<td>3.51</td>
<td>1.33 × 10$^{-9}$</td>
<td>7.11</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

### Table 4. Observed absolute error and $ROC$ of lower solution for method (24)

<table>
<thead>
<tr>
<th>$\lambda$</th>
<th>N</th>
<th>MaxError</th>
<th>ROC</th>
<th>$\lambda$</th>
<th>N</th>
<th>MaxError</th>
<th>ROC</th>
</tr>
</thead>
<tbody>
<tr>
<td>10</td>
<td>7.17 × 10$^{-9}$</td>
<td>-</td>
<td>10</td>
<td>1.39 × 10$^{-7}$</td>
<td>-</td>
<td></td>
<td></td>
</tr>
<tr>
<td>20</td>
<td>1.29 × 10$^{-10}$</td>
<td>5.80</td>
<td>20</td>
<td>1.14 × 10$^{-9}$</td>
<td>6.92</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.5</td>
<td>40</td>
<td>6.63 × 10$^{-13}$</td>
<td>7.60</td>
<td>1</td>
<td>40</td>
<td>9.18 × 10$^{-12}$</td>
<td>6.96</td>
</tr>
<tr>
<td>80</td>
<td>4.52 × 10$^{-15}$</td>
<td>7.20</td>
<td>80</td>
<td>7.30 × 10$^{-14}$</td>
<td>6.97</td>
<td></td>
<td></td>
</tr>
<tr>
<td>10</td>
<td>3.67 × 10$^{-6}$</td>
<td>-</td>
<td>10</td>
<td>4.11 × 10$^{-5}$</td>
<td>-</td>
<td></td>
<td></td>
</tr>
<tr>
<td>20</td>
<td>2.31 × 10$^{-8}$</td>
<td>7.31</td>
<td>20</td>
<td>8.50 × 10$^{-8}$</td>
<td>8.91</td>
<td></td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>40</td>
<td>1.59 × 10$^{-10}$</td>
<td>7.18</td>
<td>3</td>
<td>40</td>
<td>8.47 × 10$^{-11}$</td>
<td>9.97</td>
</tr>
<tr>
<td>80</td>
<td>1.08 × 10$^{-12}$</td>
<td>7.20</td>
<td>80</td>
<td>2.34 × 10$^{-12}$</td>
<td>5.17</td>
<td></td>
<td></td>
</tr>
<tr>
<td>10</td>
<td>2.80 × 10$^{-5}$</td>
<td>-</td>
<td>20</td>
<td>1.57 × 10$^{-5}$</td>
<td>0.83</td>
<td></td>
<td></td>
</tr>
<tr>
<td>3.51</td>
<td>1.32 × 10$^{-7}$</td>
<td>6.89</td>
<td>3.51</td>
<td>9.78 × 10$^{-10}$</td>
<td>7.07</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
High Order Compact Finite Difference Schemes for Solving Bratu-Type Equations

Fig. 1. Comparison of \( u(x) \) and exact solution of lower solutions for \( \lambda = 0.0001 \) of method (39)

Table 5. Observed absolute error and \textit{ROC} of upper solution for method (39)

<table>
<thead>
<tr>
<th>( \lambda )</th>
<th>( N )</th>
<th>MaxError</th>
<th>ROC</th>
<th>( \lambda )</th>
<th>( N )</th>
<th>MaxError</th>
<th>ROC</th>
</tr>
</thead>
<tbody>
<tr>
<td>10</td>
<td>1.98 \times 10^{-3}</td>
<td>-</td>
<td>10</td>
<td>3.67 \times 10^{-3}</td>
<td>-</td>
<td></td>
<td></td>
</tr>
<tr>
<td>20</td>
<td>7.69 \times 10^{-6}</td>
<td>9.01</td>
<td>20</td>
<td>2.89 \times 10^{-6}</td>
<td>10.30</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.5</td>
<td>9.79 \times 10^{-8}</td>
<td>6.29</td>
<td>40</td>
<td>3.27 \times 10^{-8}</td>
<td>6.46</td>
<td></td>
<td></td>
</tr>
<tr>
<td>80</td>
<td>1.64 \times 10^{-9}</td>
<td>5.90</td>
<td>80</td>
<td>5.44 \times 10^{-10}</td>
<td>5.91</td>
<td></td>
<td></td>
</tr>
<tr>
<td>10</td>
<td>1.93 \times 10^{-3}</td>
<td>-</td>
<td>10</td>
<td>2.38 \times 10^{-4}</td>
<td>-</td>
<td></td>
<td></td>
</tr>
<tr>
<td>20</td>
<td>4.00 \times 10^{-6}</td>
<td>8.91</td>
<td>20</td>
<td>2.64 \times 10^{-6}</td>
<td>6.48</td>
<td></td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>1.35 \times 10^{-8}</td>
<td>8.16</td>
<td>40</td>
<td>9.42 \times 10^{-9}</td>
<td>8.13</td>
<td></td>
<td></td>
</tr>
<tr>
<td>80</td>
<td>1.29 \times 10^{-10}</td>
<td>6.75</td>
<td>80</td>
<td>4.41 \times 10^{-11}</td>
<td>7.73</td>
<td></td>
<td></td>
</tr>
<tr>
<td>10</td>
<td>2.30 \times 10^{-3}</td>
<td>-</td>
<td>20</td>
<td>4.71 \times 10^{-7}</td>
<td>12.25</td>
<td></td>
<td></td>
</tr>
<tr>
<td>3.51</td>
<td>5.56 \times 10^{-9}</td>
<td>6.40</td>
<td>3.51</td>
<td>9.83 \times 10^{-12}</td>
<td>9.14</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 6. Observed absolute error and \textit{ROC} of lower solution for method (39)

<table>
<thead>
<tr>
<th>( \lambda )</th>
<th>( N )</th>
<th>MaxError</th>
<th>ROC</th>
<th>( \lambda )</th>
<th>( N )</th>
<th>MaxError</th>
<th>ROC</th>
</tr>
</thead>
<tbody>
<tr>
<td>10</td>
<td>1.91 \times 10^{-9}</td>
<td>-</td>
<td>10</td>
<td>6.87 \times 10^{-9}</td>
<td>-</td>
<td></td>
<td></td>
</tr>
<tr>
<td>20</td>
<td>2.57 \times 10^{-12}</td>
<td>9.53</td>
<td>20</td>
<td>2.32 \times 10^{-11}</td>
<td>8.20</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.5</td>
<td>6.50 \times 10^{-15}</td>
<td>8.62</td>
<td>40</td>
<td>3.65 \times 10^{-13}</td>
<td>5.99</td>
<td></td>
<td></td>
</tr>
<tr>
<td>80</td>
<td>1.98 \times 10^{-16}</td>
<td>5.03</td>
<td>80</td>
<td>4.69 \times 10^{-15}</td>
<td>6.28</td>
<td></td>
<td></td>
</tr>
<tr>
<td>10</td>
<td>5.88 \times 10^{-7}</td>
<td>-</td>
<td>10</td>
<td>2.57 \times 10^{-5}</td>
<td>-</td>
<td></td>
<td></td>
</tr>
<tr>
<td>20</td>
<td>3.80 \times 10^{-9}</td>
<td>7.27</td>
<td>20</td>
<td>8.81 \times 10^{-8}</td>
<td>8.18</td>
<td></td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>2.26 \times 10^{-11}</td>
<td>7.39</td>
<td>40</td>
<td>3.44 \times 10^{-10}</td>
<td>8.00</td>
<td></td>
<td></td>
</tr>
<tr>
<td>80</td>
<td>1.65 \times 10^{-13}</td>
<td>7.09</td>
<td>80</td>
<td>2.24 \times 10^{-12}</td>
<td>7.26</td>
<td></td>
<td></td>
</tr>
<tr>
<td>10</td>
<td>1.94 \times 10^{-3}</td>
<td>-</td>
<td>20</td>
<td>1.74 \times 10^{-6}</td>
<td>10.12</td>
<td></td>
<td></td>
</tr>
<tr>
<td>3.51</td>
<td>9.17 \times 10^{-10}</td>
<td>10.89</td>
<td>3.51</td>
<td>2.88 \times 10^{-11}</td>
<td>5.00</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Fig. 2. Comparison of \( u(x) \) and exact solution of upper solutions for \( \lambda = 0.0001 \) of method (39)
Table 7. Comparison of the absolute error of different methods for $\lambda = 1$

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>0.1</td>
<td>6.87 x 10^{-9}</td>
<td>7.51 x 10^{-7}</td>
<td>2.98 x 10^{-6}</td>
<td>1.98 x 10^{-6}</td>
<td>2.68 x 10^{-3}</td>
</tr>
<tr>
<td>0.2</td>
<td>6.83 x 10^{-9}</td>
<td>1.02 x 10^{-6}</td>
<td>5.46 x 10^{-6}</td>
<td>3.94 x 10^{-6}</td>
<td>2.02 x 10^{-3}</td>
</tr>
<tr>
<td>0.3</td>
<td>6.75 x 10^{-9}</td>
<td>9.05 x 10^{-7}</td>
<td>7.33 x 10^{-6}</td>
<td>5.85 x 10^{-6}</td>
<td>1.52 x 10^{-4}</td>
</tr>
<tr>
<td>0.4</td>
<td>6.64 x 10^{-9}</td>
<td>5.24 x 10^{-7}</td>
<td>8.50 x 10^{-6}</td>
<td>7.07 x 10^{-6}</td>
<td>2.20 x 10^{-3}</td>
</tr>
<tr>
<td>0.5</td>
<td>6.71 x 10^{-9}</td>
<td>5.07 x 10^{-9}</td>
<td>8.89 x 10^{-6}</td>
<td>9.47 x 10^{-6}</td>
<td>3.01 x 10^{-3}</td>
</tr>
<tr>
<td>0.6</td>
<td>6.64 x 10^{-9}</td>
<td>5.14 x 10^{-7}</td>
<td>8.50 x 10^{-6}</td>
<td>1.11 x 10^{-5}</td>
<td>2.20 x 10^{-3}</td>
</tr>
<tr>
<td>0.7</td>
<td>6.75 x 10^{-9}</td>
<td>8.95 x 10^{-7}</td>
<td>7.33 x 10^{-6}</td>
<td>1.26 x 10^{-5}</td>
<td>1.52 x 10^{-4}</td>
</tr>
<tr>
<td>0.8</td>
<td>6.83 x 10^{-9}</td>
<td>1.01 x 10^{-6}</td>
<td>5.46 x 10^{-6}</td>
<td>1.35 x 10^{-5}</td>
<td>2.02 x 10^{-3}</td>
</tr>
<tr>
<td>0.9</td>
<td>6.87 x 10^{-9}</td>
<td>7.42 x 10^{-7}</td>
<td>2.98 x 10^{-6}</td>
<td>1.20 x 10^{-5}</td>
<td>2.68 x 10^{-3}</td>
</tr>
</tbody>
</table>

Table 8. Comparison of the absolute error of different methods for $\lambda = 2$

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>0.1</td>
<td>4.53 x 10^{-7}</td>
<td>4.03 x 10^{-6}</td>
<td>1.72 x 10^{-5}</td>
<td>2.13 x 10^{-3}</td>
<td>1.52 x 10^{-2}</td>
</tr>
<tr>
<td>0.2</td>
<td>4.98 x 10^{-7}</td>
<td>5.70 x 10^{-6}</td>
<td>3.26 x 10^{-5}</td>
<td>4.21 x 10^{-3}</td>
<td>1.47 x 10^{-2}</td>
</tr>
<tr>
<td>0.3</td>
<td>5.49 x 10^{-7}</td>
<td>5.22 x 10^{-6}</td>
<td>4.49 x 10^{-5}</td>
<td>6.19 x 10^{-3}</td>
<td>5.89 x 10^{-3}</td>
</tr>
<tr>
<td>0.4</td>
<td>5.73 x 10^{-7}</td>
<td>3.07 x 10^{-6}</td>
<td>5.28 x 10^{-5}</td>
<td>8.00 x 10^{-3}</td>
<td>3.25 x 10^{-3}</td>
</tr>
<tr>
<td>0.5</td>
<td>5.88 x 10^{-7}</td>
<td>1.45 x 10^{-8}</td>
<td>5.56 x 10^{-5}</td>
<td>9.60 x 10^{-3}</td>
<td>6.98 x 10^{-3}</td>
</tr>
<tr>
<td>0.6</td>
<td>5.73 x 10^{-7}</td>
<td>3.05 x 10^{-6}</td>
<td>5.28 x 10^{-5}</td>
<td>1.09 x 10^{-3}</td>
<td>3.25 x 10^{-3}</td>
</tr>
<tr>
<td>0.7</td>
<td>5.49 x 10^{-7}</td>
<td>5.19 x 10^{-6}</td>
<td>4.49 x 10^{-5}</td>
<td>1.19 x 10^{-2}</td>
<td>5.89 x 10^{-3}</td>
</tr>
<tr>
<td>0.8</td>
<td>4.98 x 10^{-7}</td>
<td>5.68 x 10^{-6}</td>
<td>3.26 x 10^{-5}</td>
<td>1.24 x 10^{-2}</td>
<td>1.47 x 10^{-2}</td>
</tr>
<tr>
<td>0.9</td>
<td>4.53 x 10^{-7}</td>
<td>4.01 x 10^{-6}</td>
<td>1.72 x 10^{-5}</td>
<td>1.09 x 10^{-2}</td>
<td>1.52 x 10^{-2}</td>
</tr>
</tbody>
</table>

Table 9. Comparison of the absolute error of present method with two other method for $\lambda = 3.51$

<table>
<thead>
<tr>
<th>$x$</th>
<th>Present method (24)</th>
<th>LGSM [23]</th>
<th>B-spline [19]</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.1</td>
<td>9.41 x 10^{-8}</td>
<td>4.45 x 10^{-5}</td>
<td>3.84 x 10^{-2}</td>
</tr>
<tr>
<td>0.2</td>
<td>1.77 x 10^{-8}</td>
<td>7.12 x 10^{-5}</td>
<td>7.48 x 10^{-1}</td>
</tr>
<tr>
<td>0.3</td>
<td>2.51 x 10^{-5}</td>
<td>7.30 x 10^{-5}</td>
<td>1.06 x 10^{-1}</td>
</tr>
<tr>
<td>0.4</td>
<td>3.07 x 10^{-5}</td>
<td>4.47 x 10^{-5}</td>
<td>1.27 x 10^{-1}</td>
</tr>
<tr>
<td>0.5</td>
<td>3.28 x 10^{-5}</td>
<td>6.76 x 10^{-7}</td>
<td>1.35 x 10^{-1}</td>
</tr>
<tr>
<td>0.6</td>
<td>3.07 x 10^{-5}</td>
<td>4.56 x 10^{-5}</td>
<td>1.27 x 10^{-1}</td>
</tr>
<tr>
<td>0.7</td>
<td>2.51 x 10^{-5}</td>
<td>7.20 x 10^{-5}</td>
<td>1.06 x 10^{-1}</td>
</tr>
<tr>
<td>0.8</td>
<td>1.77 x 10^{-5}</td>
<td>7.05 x 10^{-5}</td>
<td>7.48 x 10^{-2}</td>
</tr>
<tr>
<td>0.9</td>
<td>9.41 x 10^{-6}</td>
<td>4.41 x 10^{-5}</td>
<td>3.84 x 10^{-2}</td>
</tr>
</tbody>
</table>

Fig. 3. The Bifurcated of the computed solution to Bratu problem for different values of $\lambda \in (0,3.5138,30719)$

4. Conclusion

In the present study, a high order compact finite difference method for Bratu problem was proposed and the convergence analysis was discussed. As pointed, many existing numerical methods for Bratu problem failed to compute the upper solution and the lower solution for $\lambda = \lambda_0$, but it was observed that the proposed methods of this study are in an excellent agreement with the exact values. The numerical results presented in Tables 1, 2, 3, 4, 5, 6, 7, 8, and 9 showed that the method is very accurate and the numerical experiment is extremely consistent with the theoretical analysis results of the present study.
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